al or‘
g 1thmt i ] unctiona
Schem emem
C
5 to fnd a f € 1x lruct &
€ d : Int
n

Methoq

S.

Perfo £
m three iteration false PoSition,
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©) perform three iterations of secant method to
tion of the approximate root of

ort

determine the loca

the equatio
a1, 2)- Given the exact value

x = 3

oximations just obtained.

1 X0 E xS 0 on the interval

of the root is

compute the absolute error in the
appr (6.5)

Using scaled partial pivoting during the factor step,
find matrices L, U and P such that LU = PA

Lo a2

=1 G2 (6.5)

where A=




4.

1132

F1 10y, Sx; = 23
3x, B 2x2 e 10x3 = 38

Take the initial approximation as X = 01501, )

and do three iterations. (6.5)

(a) Obtain the piecewise linear interpolating
polynomials for the function f(x) defined by the

data:
3 SR S (T
e el
e ¥

f(x)

(6)
/W)/ Jculate the Newton second order divided
Calc

of based on the points Xps Xy, X,
(6)

1
difference ;_2_

btain the Lagran

ki

polynomial for th&
g
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S (&) Binditho bighest degree of the polynomial for which (¢) Approximate the derivative of f(x) = Sin x at x,
BRI cttadondti backwerd - difference = rmusing the second order central difference
approximation for the first derivative tormula taic'ing h = %, % and 1/8 and then

extrapolate from these values using Richardson

(6)

extrapolation.

3f(xp) —4f€{xo—h)+ f(xq—2h)
f' (XO) ~ 0 02h 1]

6. (a) Using the Simp's‘on's rule, approximate the value

rovides the exact value of the derivative :
: of the integral fzslnxdx.. Verify that the

irrespective of h. (6)
theoretical error bound holds.
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(¢) Apply the optimal RIK2 method to approximate the

solution of the initial value problem =7 =14 2

1 <t<2,x(D)=1 taking thc.st.cp size as h = 0.5

(6.5)



