RING THEORY AND LINEAR
ALGEBRA

Q:1:-Let(V,+v,.v,0v) be a K-vector space. Then, the following properties are satisfied for all veV and
all aekK;

(a) 0.vu=0.v;

(b) a.vOv=0v;

(c) a.vu=0v;

(d) (-1) .vu=-v
Proof (a0 v=(04+0)pyv=0-yvv+0: v doncl-yv=_0,
M a-v 0y =a-v (0 +04) =a-v 0y +a- 0y, done a-y 0y =0y
(c) Assume v = Oy, Ifa = (), the assertion a = 0V v = (- is true. Assume therefore a # 0. Then
a~! has a meaning. Consequently, v = l-yv=(al-a)-yv=a"t-y(a-yv)=a -y 0y = Oy
by (b).
(dyw +p (=1l puov=1-pov+p(—1)prv=[1+(=1)) -y v=>0-uv=10by(a) O

Q:2:-Let V be a K-vector space and E is subset of V a non emptysubspace,we set

{E) == { E aie; | me M. ej,..., I = T P am € K }.

This sis a vector subspace of V, said to be generated by E.

Proof. Since (E) is non-empty (since K 1s non-empty), it suffizes to check the definition of subspace.
Let therefore ;. w2 € {E) and @ € K. We can write

m i
iy = E ;e et tp = E bie;
i=1 i=1

fore;,b;c Kande, e Eforalli=1,..., rre. Thus we have

Tl

iy + 1y = Z{ﬂrr; + I bes,
i=1

which is indeed an element of (£, O

Q:3:-How to compute the intersection of two subspace?



{a) The easiest case is when the twe subspaces are given as the soluwtions of two systems of linear
equations, for example:

Tl
T

e |7 is the .::nb.ve.raf( . ) € K" such that Y1 aijri =0forj=1,..., £, et
z,
il

o TV is the subset of( ) £ K™ suchthat 30 bigri =0pourk=1,..., m.
z,

In this case, the subspace V M W is given as the set of common solutions for all the equalities.

(b} Suppose now that the subspaces are given as subspaces of K" generated by finite sels of vectors:
LetV = (E)and W = (F) oz

£1,1 £1.m ha fip
£2.1 Eien Jaa Jap
E = o Wypisns : CK"and F = ! [ CR"
i-.u;.] r:=.-.m _f,-._| f';-r-
Then
m :;I‘
Vvaw ={}_a
i=1 gy
E11 El, m fia _rl.p
= €11 B3 i Jaa fap
Aby,..obpe K iag - L = i : — Iy ) — sy ¥ :EJ}.
a1 en.m Fri fr—--r’

Here is a concrete example: E = { (E) - (E ) } C EK"and F = { ([1.
to solve the system

10-1-2 i
(éé_ﬂl _”1) (:"'_l.) =0,

With operations on the rows, we oblain

10-1-2 10 —=1-2 100 1
ler(( 130, 9 J)=teel(g1 7 3 ) =mel(838 2 ).
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thus we obtain as solution subspace the line generated by ( L ) so the intersection is given by
1

() Q= (1) 11 (G- (0

Here 1s the alternative characterization of the subspace generated by a set

the line

Q:4:-Let V be a K-vector space and E is subspace of V a non- empty subset. Then we have
the equality
(E) = N W

W<V subspace s.t. ECH

Where the right hand side is the intersection of all subspaces W of V containing E.

Proof. To prove the equality of two sets, we have to prove the two inclusions,
" C 7 Any subspace W containing F, also contains all the linear combinations of elements of £,
hence W contains {E). Consequently, (£ in the intersection on the right.
' 27 Since { E) belongs to the subspaces in the intersection on the right, it is clear that this intersection
is contained in (E}. O
Q:5:- Let V be a K-vector space, Wi<V subspace of V for iel#p and W=3ielWi.Then
the following assertions are equivalent



W= EBI'-E} Wi
fii) forall w e W and all ¢ € I there exists a unigue w; € W, such thar w = E: =1 Wi

Proaf. “(1) = (11)": The existence of such w; = W; 15 clear. Let us thus show the uniqueness

f ! N
ur = E iy = E us;
icl

icl

with ;. ur‘E c W; for all ¢ € I (remember that the notation ZF indicates that only finitely many aw;,
u-: are non-zero). This implies for i € [:

’

y — u:: = Z ('u.-'_'} —uwy) € Win Z W; =10
Jen i} eI {i}
Thus, w; — u:‘{ = (), souy = w: forall + £ I, showing uniqueness.
H(u) = (1)": Letdi € Tand uwy € Wi N Ejeﬂ_{:‘} W;. Then, uv; = E;'EJ‘-.M wy with w; € W; forall
7 £ I. We can now write (1 in two ways

0= Zrl'.l = —uy + Z: Fu'j.
icd

e}

Hence, the uniqueness imples —u; = ). Therefore, we have shown W; M3~ W; =0 i

e fi}
Q:6:-How to compute a basis for a vector space generated by a finite set of vectors?
Solve a system of linear equations.
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Q:7:-let neN



Ty dgx --c dyg

@3y Ggx v+ fag . : )
Let M = ; : i > be a matrix with n columns, m rows and with coefficiens

Byl Om2 ' dmn

in i fwe denote the ser of thexe matrices by Matywn{ K} this ix alve a K-vector spacel. It
defines the K -linear map

s K™= K™, o Mo

i I RECALLS: VECTOR SPACES, BASES, DIMENSION, HOMOMORPHISMS

where M is the nsual product for matrices. Explicitely,

n
iy My ---  Mjy Uy E,_ Ly
ag My o a3 5 L E?_ | 32Ty
pulvi=Me=| EC ; L= ;
1 n 1
i w2 - gyn U E:—I ey o U4

The K -linearity reads as
Yec KYovweV iMoo v4wl=a-(Mov)+ Mow.

Q:8:-Write augmented matrix.




0 R ¢ I R B 1 001 2 3 1 0 01 2 =3
010485 6G|—]|-4100 -3 -6|=|-4 1 00 -3 -6
LI I S - B " -T 01 0 -6 -12 1 210 0 0
1 0 0123 -5/3 2/3 010 -1
las a3 001 2| |43 13001 2
1 -2 1000 1 -2 100 0
-5/3 2/3 0
The left hallof the final matric is the matric O looked for: C = | 4/3  —1/3 0. The right hall
1 -2 1

is the matrix obfained by the operations an the rws,
We kmow that we have the following equality (to convince oursefves, we can verify it by a small

comptation);
-5/3 23 oy /1 2 3 1 0 -1
CM=1 4/3 -1/3 0 4 5§ 6|l=|0 1 2
1 -2 1 T8 8 b o o

As apphcation of the Gaull's algorithm written in terms of matrices, we obtoin that any mvertible
square matnix Ad can be written as product of the matrices of Definition 139, Indeed, that we can
trans fisrm AL into identity by operalions on the rows.

Q:9:-Find the eigenvalues
M:((zllr11)1(31213)1(_31_21_1))

Lo the efgenvalue 1. we compute the kernel

Lm“: 'l ')_1 ('EJ:IL';E::) = (--%a-llu #I.)]I
=t ( (A 20)) =R (181 = ((2))

Far the eigemvalue — 1. we compute the kernel

ker | ( ' )+1 (E‘I"Lj‘ _]{nr{{

For the efgenvalue 2. we compute the kernel

].-;-;1'[:'5“ _._l,] 11:) ‘l(flﬁ:l:)j - 'mr“: % “ 1/\” - kﬂ{(ﬁ:l::iu)} - “: -il:”

Q:10:-Let @€ENdK(V ). The following statements are equivalent:

(i) @ is diagonalizable.
(ii) V = LAESpec(p) Ep(A).

Proof. “(1) == ()™ We have the inclusion E-!'-ESF'E"C':-.-"‘] E.(A] € V. By Lemma 3.10, the sum is
direct, therefore we have the inclusion aa'ﬁ-l;‘ﬂp-nr[,:] E.(A] € V. Since 15 dingonahzable, there
exists a i -basis of V' consisting of eigenvectors for o Thus, any element of this basis already belongs
0 6B cxpeciy EolA), whence the equality €8, cpor ) Ea(A) = V.

“(u) == (1) For all A £ Spec(yp) let 5, be a K-basis of the cigenspace E (A). Thus § =
L,Ii_,,.ESin] 5 15 a K-basis of V' consmsung of eigenvectors, showing that 2 15 diagonalieable. O



